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Motivation

e State-of-the-art text infilling models: high-quality human-like text
generation, core components of automatic and interactive story
generation.

e Lack of control mechanism: explicitly control for underlying
semantic content.

e Propose a way for humans (or content planning models) to
specify discrete semantic content while conditioning on
surrounding textual context.



FrameNet

Research < One of 1221 frames

Definition:

A (an individual a group or institution) attempts to answer a [@QIENt9) by means of consulting literature, observation,
or conducting experiments in a particular [gI8H pertinent to the [eates. The @Otaiteay may be underspecified in the form of a
.

Simmons and NadelfsiGRRESEARCH]pertaining to Ardea purpurea and Egretta garzettajin 1998

Lexical Units:
(Core) Frame Elements: [ ]

investigate.v, research.n, research.v

Question [que] A significant unanswered open proposition which the REIEIEIE; is attempting to resolve. Created by JKR on 06/29/2004 10:55:02 PDT Tue
WG RS IR ESEARCHED)why Brazilian mothers have stopped breastfeeding§

principal reasons given are 'poor milk' and 'insufficient milk' .

Lexical Unit LU Status Lexical Entry Report
Researcher [res]| The people engaged in a research endeavor. . . . e oqs aoe
Semantic Type: Sentient Before he became an astronaut, did | IBYFNI®s | in physics. Investigate.v Finished_Initial LeLdlentry-

research.n Finished_Initial Lexical entry,

opic [top] A phenomenon or idea involved in a [QQIENIl. . . i
Would you take part in JISNSEN@I5| [ §1 N o) IR R BN o)) ? research.v Finished_Initial Lex“'—‘mry

Baker, Collins et al. The Berkeley FrameNet Project. ACL 1998



Frame-Guided Generation

Frames: COMING_TO_BELIEVE, CAUSE_HARM

| want a story containing LUs sub-word
(1) Charles opened the menu. speculated constraints in

(2) He paid for his meal. .
et [ ROOT:
C

What might happen between (1) and (2)? associated LUs \COMING_TO_BELIEVE
Maybe something about:
Food, Requesting something, Eating, 31!otbtal pzintt:r
. . . . at tracks e
Quantity, Purchasing something, Size sy i

constraint set
@equesting] [Food] [Quantity] ) ; .
@ CAUSE_HARM

We introduce two approaches to FGG:

Story Charles went shopping. He bought fruit.
1. Lexically constraining decoding (LCD) to Y henhetem o

include a frame’s lexical tnits (LUs

[Bringing] -> {carry, bring, convey, haul,...} ILM Charles went shopping. [blank] Then he left.
[sep] He bought fruit.

S-FFL ([sep] [Food] He bought fruit.
A-FFL [sep] [Commerce_buy] [Food] He bought fruit.

2. Fine-tuning a “framefilling” (FFL) model
to generate from control codes that specify
frame content




Lexically Constrained Decoding (LCD)

o A modification to beam search that forces the inclusion of pre-specified

words and phrases in the output.
e Applications: Machine Translation,

Source Target (Reference) Paraphrase

_ [S) i
vzal jsem ho omylem. I took this by mistake. I took it by accident.

D
1 took this by mistake. [ took it by mistake.

© S
1 took this by mistake. I picked it up accidentally.

, Causal Generation

rain Positive

Constraint
root -

wet

root _,

. Disjunctive
v wan v S Positivg

root = rain@@ —» ed _Constraint
' —_—>

- .
wet Ing



Lexically Constrained Decoding (LCD)

o A moadification to beam search that forces the inclusion of pre-specified
words and phrases in the output.

o Applications: Machine Translation, Paraphrasing, Casual Generation

Constraints Progress Bookkeeping (Dynamic) Beam Allocation
t \% - t+1
ROOT ROOT [D A‘ O 093 096 l:” 091 I;6 0;5 1.03 I_I;Z l:(*)‘ l-.l;’ - [D[]—} )O
.]/\O 089 l:;s To? 103 | 097 o;s 093 0;3 102 | 098 -j quﬁo@
— [ small ] { - J [:DA. — 101 | 091 | 094 | 100 | 094 | 093 | 090 | 096 lzs 0;8 Bl -=§ i .(:)CD
l : LA® ANk ' ' { WAe
[ cow d { horse (% [ Ca[ d [ sma[l ] . . 097 0.88 093 103 OZ_ 0.90 081 098 087 081 i .(lAl())'
.A. 091 | 093 091 | 084 | 095 090 | 083 0954 | 083 087 | L (5.5)
A o




Lexically Constrained Decoding (Cont'd)

o Extending the type of constraints Single Disjunctive Set
rain Positive P rain
root Constraint t
™ wet O > wet
. Disjunctive "
Complete LN s positive s s
root —» rain@@ » ed _Constraint_ -+ 7y 0in@@ —>ed
/ROOl wet . ing Fwet e
a 1

Multiple Disjunctive Sets (Our)

Frames: COMING_TO_BELIEVE, CAUSE_HARM

P
[ cow d [ horse 5 [ cat d [ small




Fine-tuned “Framefilling” with Control Codes

A control code is a special vocabulary token used as a soft specification
contenttoa LM

Used previously for

Encoder Decoder
P OutputJ o Multilingual machine
[FR] || bonjour le monde . <eos> translation [1]
RN hidden | 1] 1 N . - N 1 R 1 e Arbitrary style +
n - - stae | ; 7 7 7 7 content _featu res [2]
hello  world . <bos> [FR]  bonjour le monde . L Semantha”y dNerse
Input ) NLG [3]
R Output] e ...and many more
[DE] hallo welt <eos>
hidden ! ! t t t
> > —> = > [1] Ha, Thanh-Le, Jan Niehues, and Alex Waibel. "Toward
3 3 3 state 7 } 7 ¥ N gllnudltillzi)r;gczzle l:letl.l\;\:;lls rtxl?czrg?g Translation with Universal Encoder
R <bos>| [oEl  halle welt e L, S o
Input ) [3] Weir, Nathaniel, Jogo Sedoc, and Benjamin Van Durme.

"COD3S: Diverse Generation with Discrete Semantic
Signatures." EMNLP 2020.



Fine-tuned “Framefilling” with Control Codes

We add frame IDs as control codes to an “Infilling Language Model” fine-
tuned for bidirectional-context generation

(1) Charles opened the menu.

(2) He ordered a few dishes.

(8) The waiter brought him the food.
(4) He paid for his meal.

Original Story:

Splice and
reorder for
infilling Infilling Language Model (ILM; Donahue et al. 2020):
Charles opened the menu. [blank]. [blank]. He paid for his meal. [sep] He ordered a few
Add frame dishes. [answer] the water brought him the food. [answer]
control
codes

“Framefilling” Language Model (FFL; ours):

Charles opened the menu. [blank]. [blank]. He paid for his meal. [sep]
[Requesting] [Food] [Quantity] He ordered a few dishes. [answer]
[Bringing] [Profession] the water brought him the food. [answer]



Evaluation Task: Story Cloze with ROCStories

ILM Baseline
He puts the pickles in a jar.

Story
Ari spends $20 a day on pickles.

He decides to make his own to save money. FFL ILM+LCD
He puts the pickles in brine. Single Frame: [Transition_to_State]
[blank] He ends up with a jar full of pickles. He gets the pickles and

puts them in jars.

Ari opens the jar to find perfect pickles.

Multiple Frames: [Cardinal_Numbers] [Transition_to_State]

He ends up with 5 jars of pickles. He puts one in the jar and opens
it to get a drink.

Gold

Ari waits 2 weeks for his pickles to get sour.
P g All Frames: [Cardinal_Numbers] [Measure_duration]

[Transition_to_State][Chemical-sense_description]

He waits for a week for the He waits for the pickles

pickles to get sour. to thaw out of the jar to thaw
one day he gets the pickles and
eats them delicious.



Automatic Evaluation

Fidelity 7 Recall Perfect Recall
# Frames Single Multi All Multi All
I ILM (no guidance) .169 .166 .165 .091 .026 I

ILM + LCD S84 595 610 418  .232
ILM + LCD-ord - S98 626 427 255
FFL S18 559 640 381  .259
FFL (rand sample) .461 .511 .601 .338 .224
FFL-ord — 585 .669 415  .298

FFL and LCD are substantially better at capturing the underlying gold
semantic content compared to the unconstrained ILM



Human Evaluation

Confusion rate (%) 1 & Erames Average rank (1..10) | i Krames
Single Multi All Single Multi All
I ILM (no guidance) 41 41 41 ILM (no guidance) 548 548 548 I
ILM+LCD 35 31" 20" ILM+LCD N 585* 638" 7.50"
FFL 33* 39 38 FFL 5.88* 1557 5.11
FFL-ordered 33* 38 37 FFL-ordered 5.88*% 1553 5.02*

- Most FFL variants are competitive with ILM on generation quality



Conclusions

o We introduce the frame-guided generation framework that uses
FrameNet frames to guide semantic content in an infilling model.

o We propose two extensions to an infilling model to efficiently utilize
frame-semantic information during text generation.

o EXxperiments on the story cloze task show that both our extensions
enable high semantic frame fidelity with competitive generation quality.



Thank you!

| want a story containing
(1) Charles opened the menu.
(2) He paid for his meal.

What might happen between (1) and (2)?

(Maybe something about:
Food, Requesting something, Eating,
kQuantity, Purchasing something, Size

&questing] [Food] [Quantity] ) @
@ R\

Updated Story:

(1) Charles opened the menu.

(2) He ordered a few dishes.
ds) He paid for his meal.

Add a sentence after (2) containing
[Bringing] [Profession]

Updated Story:

(1) Charles opened the menu.

(2) He ordered a few dishes.

() The waiter brought him the food.
(4) He paid for his meal.

@

https://nlp.jhu.edu/demos/infillmore
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