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Guided K-best Selection for Semantic Parsing Annotation

Introduction

• Collecting data for Conversational Semantic Parsing (CSP) is time-
consuming and demanding.

• K-best selection approach to help?
• Generate a set of candidates.
• Ask annotators to traverse the set and select the correct parse.

• How to improve the annotation speed and the accuracy?
➔ Guided K-best selection.

Guided K-best Selection Interfaces
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• 5 variants of guided K-best selection interface.
• no-kbest and scroll are baselines.
• autocomplete allows users to get suggestion autoregressively.
• search allows users to query candidates in arbitrary order.
• search-keywords extends search by showing 5 discriminative 

keywords. Users can choose to include (+) or exclude (-) the keywords.

• indicates whether the current input is grammatical or not.

• Given a K-best list, we extract keywords by:
1. Apply k-means to obtain k clusters.
2. We choose one candidate to represent each cluster, 

resulting k diverse candidates.
3. Using n-gram (n=1, 2, 3) as features, we employ a cluster 

explanation technique [1] to distill the k diverse candidates 
into k’ keywords. This can be shown as a binary tree (see 
the example below).

[1] Sanjoy Dasgupta, et al. Explainable k-means and k-medians clustering. ICML 2020.

[Data]
• We sampled 300 utterances from SMCalFlow [2].
• VACSP-1k [3] is used to generate K=100 candidate 

parses.
• Stratified sampling is used to control the distribution 

of gold answers.

[Result]
• Autocomplete achieves the highest accuracy.
• Search helps reduce time usage up to 35% compared to Scroll. 
• Search-keywords strikes the balance between accuracy and time usage.

[Participants]
• A total of 5 participants joined the experiment.
• Participants where randomly assigned to a 

particular interface and data split. 

[User Feedback]
• Search-keywords is rated as the top choice across all criteria.
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[Experiment]
• Compared Keyword Suggestion with 

PDC algorithm [4].

[Oracle Simulation]
• Optimal Solution.
• KS and PDC significantly reduce the 

number of turns in Top-100.
• Adding explanations (KS) doesn’t hurt 

the performance.

[Human Annotation]
• Adding explanations (KS) can further 

reduce the annotation time compared to 
PDC.

[4] Ippolito, Daphne, et al. “Comparison of diverse decoding methods from conditional language models.” ACL (2019)

[2] Semantic Machines, et al. "Task-oriented dialogue as dataflow synthesis." TACL 2020.
[3] Platanios, Emmanouil Antonios, et al. “Value-Agnostic Conversational Semantic Parsing.” ACL2021.

When’s the lecture 

scheduled for in May?

Natural utterance

start time of find event called 
something like “lecture” during May

(Yield :output (:start (singleton 
(:results (FindEventWrapperWithDefaults 
:constraint (EventDuringRange :event 
(Constraint[Event] :subject (?~= 
#(String "lecture"))) :range 

(FullMonthofMonth :month #(Month 
"MAY"))))))))

Canonical utterance

Meaning representation

Interchangeable using an SCFG

Low-Resource Semantic Parsing Model

Model trained on 1k Dialogues:  
Accuracy@1 = 0.63

Guided K-best Selection

Model trained on 1k Dialogues + K-Best 
UI:  Accuracy@1 = 0.74
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(A)Optimal5-means cluster

(B) Tree based 5-means cluster (C) Threshold tree


